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We are in a period of “Truth Decay”
(Kavanaugh & Rich, 2018)

• Defined as a set of 4 inter-related trends:
1. increasing disagreement about facts and data
2. a blurring of the line between opinion and fact
3. increasing relative volume and resulting influence 

of opinion over fact 
4. Declining trust in formerly respected sources of 

factual information

• Driven by:
1. cognitive processing and biases
2. changes in the information system
3. competing demands on the educational system
4. social polarization
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Information ecosystem facilitates spread of 
inaccurate information…

• “The real opposition is the media. And the way to deal with 
them is to flood the zone with shit.” –Steve Bannon, US 
political strategist
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Illusory Truth Effect; 
Fazio et al. (2015), J of 
Experiment Psychology: 
General



Information ecosystem facilitates spread of 
inaccurate information…
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• As of October 2023: 
• 5.3 billion internet users worldwide
• 65.7% of the global population 

(Statistica, 2023)

• Huge global target for disinformation
• “false information which is deliberately 

intended to mislead—intentionally 
misstating the facts” (American Psychological 
Association, 2023)

Source: 
https://calmatters.org/commentary/2022/11/california-
disinformation-social-media-literacy-conspiracy/

https://calmatters.org/commentary/2022/11/california-disinformation-social-media-literacy-conspiracy/
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Most popular social networks worldwide as of 
October 2023, by monthly active users (in millions) 
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Survey: Proportion that used each social 
network for news in the last week, 2014-2023
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Survey Respondents 
ages 18+; Source: 
Reuters (2023) 
https://reutersinstitut
e.politics.ox.ac.uk/sit
es/default/files/2023-
06/Digital_News_Re
port_2023.pdf
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Facebook (orange) and X (blue) referrals to top 
global news sites declined, Aug. 2020-Aug. 2023

7
Source: https://www.axios.com/2023/10/03/social-media-traffic-news-sites-decrease
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What about TikTok (video)? Percent who 
used TikTok for News/Any Purpose in last 
week, end of Jan.-early Feb. 2023
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Q12B. Which, if any, of the following have you used for news in the last week? Base: Total sample
in each market ≈ 2000. Note: TikTok has been banned in India and does not operate in Hong Kong
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Proportion concerned about what is real and 
what is fake on the internet when it comes 
to news, end of Jan.-early Feb. 2023
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Potential for Infodemics (WHO, 2023) 
• too much information including false or misleading 

information in digital and physical environments during a 
disease outbreak

• causes confusion and harmful, risk-taking behaviors 
• leads to mistrust in health authorities
• undermines public health response 

10Source: https://www.who.int/europe/news/item/01-09-2022-infodemics-and-misinformation-negatively-
affect-people-s-health-behaviours--new-who-review-finds
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How might Generative AI make vaccine 
disinformation worse?

• Generative AI: algorithms (such as ChatGPT and DALL-E) 
that can be used to create new content, including audio, 
code, images, text, simulations, and videos. (McKinsey & Co., 
2023)

• “Social media manipulation generation 3.0”: a technological leap 
blurring the line of “what is detectable as real vs. synthetic… the 
critical jump forward is in the plausibility of the messenger rather 
than the message.” (Marcelliano et al., 2023)
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My Roadmap for Today
1. Review 4 Generative AI methods that have significant 

potential for disinformation efforts

2. Tactics for which Generative AI can be applied for 
producing vaccine—and broader public health-related–
disinformation
• factors that could mitigate such threats

3. Tactics for confronting AI-based disinformation
• efforts to detect and counter them
• some policy efforts and recommendations
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Four Generative AI Technologies with Prime 
Potential for Disinformation Campaigns

1. Generative Text
2. Voice cloning
3. Deepfake videos
4. Deepfake Images
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1. Generative Text
• Capacity to generate artificial, yet life-like text

• For longer documents, *may* be less convincing, 
• For brief social media postings, perhaps more so

• can produce persuasive text, including articles that survey 
respondents rate as credible as real news articles (Goldstein 
et al., 2023)
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1. Generative Text: Potential Risks
a. Fake/misleading publications:

• op-eds, studies/research reports (or press releases)
• e.g., Guardian (2020) GPT3 op-ed
• fed prompts, 8 versions cherry-picked for best parts and 

composed by humans into one essay
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Source:The Guardian (2023): https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-
article-gpt-3

https://www.theguardian.com/commentisfree/2020/sep/08/robot-wrote-this-article-gpt-3
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1. Generative Text: Potential Risk (cont’d)
b. Astroturfing: generate large numbers of inauthentic (fake) 

accounts (bots) to create the appearance of broad 
consensus on a vaccine-related falsehood or concern
• Make antivax campaigns appear “grassroots” when it is not 

(e.g., different fake community groups—a phony coalition)

c. Algorithm Gaming: Mass-produce fake news stories to 
overwhelm truthful coverage and search engine results
• e.g., Chinese government tactic to suppress info

•
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1. Generative Text: Potential Risk (cont’d)
d. More easily create fake sources: 

d. fake experts (e.g., LinkedIn profiles) (Guled Ali, 2023)

e. websites/blogs for posting pseudoscience and other claims, 
news, personal anecdotes (website farms)
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2. Voice Cloning
• Simulates one’s voice
• Language translation (with 

convincing lip sync)
• Requires just short time of 

talking/audio to work
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2. Voice Cloning: Potential Risks
• Easy for bad actors to: 

• expand reach from one population/subculture to many others

• mimic trusted others (local clinicians, community leaders) in 
making false statements, convincing community members on 
claims that align with contrarians, grifters, and anti-vax groups 
(vaccines, public health, conspiracy theories)

• prey on historically marginalized racial-ethnic groups 
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3. Deepfake Images
• Using AI to create images of people who do not exist
• open-source text-to-image models can generate 

photorealistic images of anything (real or imagined) and do 
so at scale (e.g., Stable Diffusion)

• easier than using real stolen images 
• fakes are untraceable
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Source: 
https://commons.wikimedia.org/w/index
.php?curid=136083293

https://commons.wikimedia.org/w/index.php?curid=136083293
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3. Deepfake Images: Potential Risk

• Could be used to create fake 
profiles of:

• medical, public health, or 
scientific “experts” 

• vaccine-injured people
• parents of purportedly vaccine-

injured children 

21Source: Bond, S. (2022). NPR. https://www.npr.org/2022/03/27/1088140809/fake-linkedin-profiles

https://www.npr.org/2022/03/27/1088140809/fake-linkedin-profiles


4. Deepfake Videos
• an image or recording that has been convincingly altered 

and manipulated to misrepresent someone as doing or 
saying something that was not actually done or said (Merriam-
Webster, 2023)
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4. Deepfake Videos: Potential Risks
• Videos portraying elected leaders, scientists, public 

health officials, trusted community figures committing 
acts/making statements that are discrediting: 

• related to vaccines, disease threats, and public health 
policies or

• in general to undermine them and public’s trust in them 
(not unlike women victimized by deepfake pornography)

• Play to conspiracy theories and audience’s confirmation 
biases about a disease threat, government, science, 
medicine, “big pharma”
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Good News: Factors that hamper Deep Fakes
1. “Shallow fakes” just as effective

• videos shared with misleading contexts or small edits 
• more widespread and easier to produce

2. Cost for amateurs (time, equipment, other resources)
• but getting more affordable and accessible
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Good News: Factors that hamper Deep Fakes 
(cont’d)

3. Time: requires planning to create content for a specific 
strategy; operations need to be planned well in advance
• Limits rapid deployment
• Could be good for getting ahead of disinformation 

(establishing the narrative, pre-bunking)

4. Extensive model training data required
• Why you see them for prominent people (politicians, actors) 

vs. lesser-known people
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Also… End users
• Studies find that viewers (so far) have some decent 

capacity on average to catch deepfakes when they see 
it.  

• Conjecture: generational—youth are probably already 
most familiar with it

• potential for inoculation theory approaches?
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5 Approaches to Counter Deep & Related AI 
Fakes

1. Detection

2. Provenance

3. Open-Source Intelligence Techniques and Journalistic 
Approaches

4. Media Literacy

5. Regulation
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1. Detection
• Develop systems to automatically detect deepfakes

• US Government investment (Defense Advanced Research Projects 
Agency; DARPA)

• Facebook “Deepfake Challenge Competition”
• Industry can:

• provide access to their repositories of images to serve as training 
data for keeping detection programs up-to-date (Google has done 
this)

• provide access to “Radioactive” training data that would make 
content more easily detectable later by detection programs

• limit access to most high tech/effective detectors
• Government could limit public access to government-funded 

detectors for finding deepfakes that undermine national security.
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2. Content Provenance
• Ways to show source, history/alteration of media content

• Private sector: Coalition for Content Provenance and 
Authenticity (C2PA) collaboration to develop technical 
standards and methods

• E.g., for digitally capturing provenance of photo images 
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3. Open-Source Intelligence Techniques and
Journalistic Approaches

• Develop and share tools that 
can be used to identify 
deepfakes and other 
disinformation content

• e.g., reverse image search

• Important for journalists in
small/midsize news 
organizations, who need to 
rely on such open-source 
tools to verify content 
authenticity
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4. Media Literacy
• Empower public via efforts to train them

to detect deepfake content (by itself & 
as part of mis-/disinfo education)

• Create resources: 
• e.g., Washington Post (2019) guide 

to manipulated videos

• Build awareness by creating and 
publicizing deepfake content

• e.g., fake Nixon speech by MIT 
researchers

• Issues: Scaling up? Systematic 
dissemination and evaluation?
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5. Regulation: US State Efforts
• NY: Deepfake likeness bill
• Also, California, Texas, Connecticut
• Good step, but problems:

• How to handle bad actors outside these states?
• First Amendment scrutiny in court?
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5. Regulation: US Federal Efforts
1. White House (July 2023):

• secured voluntary commitments with 7 top AI companies “to 
help move toward safe, secure, and transparent 
development of AI technology”

2. White House (Oct. 30, 2023—yesterday): 
• issues Executive Order on “Safe, Secure, and 

Trustworthy Artificial Intelligence” 
• Among its many actions: “Protect Americans from AI-enabled 

fraud and deception by establishing standards and best 
practices for detecting AI-generated content and authenticating 
official content.” 
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5. Regulation: Private Sector Efforts
• Industry (March 2023): Open call for pause on A.I., citing 

“Profound Risks to Society”
• AI R&D should be refocused on making… systems more 

accurate, safe, interpretable, transparent, robust, aligned, 
trustworthy, & loyal.”

• “In parallel, AI developers must work with policymakers to 
dramatically accelerate development of robust AI 
governance systems.” 
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5. Regulation: Private Sector Efforts (cont’d)
• Google

• Aug. 2023: (subsidiary) DeepMind launched watermarking 
tool for AI-generated images

• first Big Tech firm to publicly launch one, after July WH 
pledge to develop them

• But limited roll-out (“experimental”) and proprietary

• Sept. 2023: will require election ads to “prominently disclose” 
AI content
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5. Regulation: Globally
• UK White Paper on AI (March 2023): supports existing 

regulators to develop a sector-focused, principles-based 
approach. Not legally binding.

• EU AI Act (June 2023, still being finalized): Generative AI 
would have to comply with transparency requirements

• E.g., disclosing content was AI-generated

• China (Aug. 15, 2023): “Interim Measures for the 
Management of Generative Artificial Intelligence Services to 
regulate the use of generative artificial intelligence (AI)”
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In Conclusion
1. Generative AI offers easier means to existing 

duplicitous ends
• not a new problem but a worsening of an existing, vexxing

problem: amplifying vaccination and public health mis-/ 
disinformation

2. Many efforts underway to respond to negative impacts
• But still early days, uncoordinated, rely heavily on industry 

compliance/benevolence
• Not focused on health disinformation, but direct spillover 

effects and potential
3. Requires greater (and new?) partnerships

• with government & industry for infodemic surveillance and 
response—for public protection and domestic/global health 
security 37



Thank You!
richard.carpiano@ucr.edu

X (Twitter): @RMCarpiano
Bluesky: @rmcarpiano.bsky.social
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• https://youtu.be/cQ54GDm1eL0
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